
MANAGERIAL ECONOMICS AND FINANCIAL ANALYSIS 

Online Lecture Series
Topic: Demand Forecasting

Lecture-08

Dr. P.TIRUMALA
M.COM., M.B.A., B.L., M.HRM, Ph.D
ASSOCIATE PROFESSOR
MANAGEMENT STUDIES
DEPARTMENT OF SCIENCE AND HUMANITIES
LENDI INSTITUTE OF ENGINEERING & TECHNOLOGY



Impact of Inflation during decades

IN 2020 =$2.62



Dominant sectors of economy

PRODUCTION   &   SERVICE



What is Forecasting?

 Process of predicting a 
future event

 Underlying basis 
of all business decisions
 Production

 Inventory

 Personnel

 Facilities

Forecasting is a tool used for 
predicting future demand 
based on past demand 
information

??



Forecasting analysis





Definition of Demand Forecasting

According to Cundiff and Still, 
“Demand  forecasting is an 
estimation of sales during a 
specified future period based on 
proposed marketing plan and a 
set of particular uncontrollable 
and competitive forces”.





Forecasting areas, techniques and tools
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What is forecasting all about?

Demand for Mercedes E Class

Time
Jan Feb Mar Apr May Jun Jul Aug

Actual demand (past sales)

Predicted demand

We try to predict the 
future by looking back 

at the past

Predicted 
demand 
looking 
back six 
months



Example: Mercedes E-class vs. M-class Sales

Month E-class Sales M-class Sales

Jan 23,345 -

Feb 22,034 -

Mar 21,453 -

Apr 24,897 -

May 23,561 -

Jun 22,684 -

Jul ? ?

Question: Can we predict the new model M-class sales based on 
the data in the the table?

Answer:  Maybe...  We need to consider how much the two 
markets have in common



Why do we need the WMA models?

Because of the ability to give more importance to what 
happened recently, without losing the impact of the past.

Demand for Mercedes E-class

Time
Jan Feb Mar Apr May Jun Jul Aug

Actual demand (past sales)

Prediction when using 6-month SMA

Prediction when using 6-months WMA

For a 6-month 
SMA, attributing 
equal weights to all 
past data we miss 
the downward 
trend



Key issues in forecasting

1. A forecast is only as good as the information included in 
the forecast (past data) 

2. History is not a perfect predictor of the future (i.e.: there is 
no such thing as a perfect forecast)

REMEMBER: Forecasting is based on the assumption 
that the past predicts the future!  When forecasting, 

think carefully whether or not the past is strongly 
related to what you expect to see in the future…



Some Important Questions

• What is the purpose of the forecast?

• Which systems will use the forecast?

• How important is the past in estimating the future?

Answers will help determine time horizons, techniques, 
and level of detail for the forecast.











How should we pick our forecasting model?

1. Data availability

2. Time horizon for the forecast

3. Required accuracy

4. Required Resources





















Graphical representation of trend line





Least Squares Method

Time period
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Trend

Seasonal

Cyclical

Random

Time Series Components



 Set of evenly spaced numerical data

 Obtained by observing response variable at 
regular time periods

 Forecast based only on past values, no 
other variables important

 Assumes that factors influencing past and 
present will continue influence in future

Time Series Forecasting
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 Persistent, overall upward or downward pattern

 Changes due to population, technology, age, 
culture, etc.

 Typically several years duration

 Combination of cyclical trend, seasonal trend 
and erratic trend

Trend Component
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Seasonal Variations In Data

The multiplicative 
seasonal model can 
adjust trend data for 
seasonal variations in 
demand (jet skis, 
snow mobiles)



© 2011 Pearson Education, Inc. 
publishing as Prentice Hall

Seasonal Variations In Data

1. Find average historical demand for each season 

2. Compute the average demand over all seasons 

3. Compute a seasonal index for each season 

4. Estimate next year’s total demand

5. Divide this estimate of total demand by the number of seasons, then 
multiply it by the seasonal index for that season

Steps in the process:
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 Regular pattern of up and down 
fluctuations

 Due to weather, customs, holidays 
etc.

 Occurs within a single year 

Seasonal Component

Number of
Period Length Seasons

Week Day 7
Month Week 4-4.5
Month Day 28-31
Year Quarter 4
Year Month 12
Year Week 52



 Repeating up and down movements of 
inflation and recession

 Affected by business cycle, political, and 
economic factors

 Multiple years duration

Cyclical Component

0 5 10 15 20
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 Erratic, unsystematic, ‘residual’ fluctuations

 Due to random variation or unforeseen 
events

 Short duration 
and nonrepeating 

Random Component

M T W T F



What if we use a 3-month simple moving average?

FJul =
AJun + AMay + AApr

3
= 1,227

What if we use a 5-month simple moving average?

FJul =
AJun + AMay + AApr + AMar + AFeb

5
= 1,268

Moving average method



What do we observe?
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3-month 
MA forecast

5-month 
MA forecast

5-month average smoothes data more;
3-month average more responsive



6-month simple moving average…

In other words, because we used equal weights, a slight 
downward trend that actually exists is not observed…

FJul =
AJun + AMay + AApr + AMar + AFeb + AJan

6
= 1,277
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 Form of weighted moving average

 Weights decline exponentially

 Most recent data weighted most

 Requires smoothing constant ()

 Ranges from 0 to 1

 Subjectively chosen

 Involves little record keeping of past data

Exponential Smoothing
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Exponential Smoothing

New forecast = Last period’s forecast
+  (Last period’s actual demand 

– Last period’s forecast)

Ft = Ft – 1 + (At – 1 - Ft – 1)

where Ft = new forecast

Ft – 1 = previous forecast

 = smoothing (or weighting) 
constant (0 ≤  ≤ 1)
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Exponential Smoothing Example

Predicted demand(t-1) = 142 Ford Mustangs
Actual demand (t-1)= 153
Smoothing constant  = .20



Exponential Smoothing Example

Predicted demand (t-1)= 142 Ford Mustangs
Actual demand = (t-1)153
Smoothing constant  = .20

New forecast (t) = 142 + .2(153 – 142)



Exponential Smoothing Example

Predicted demand = 142 Ford Mustangs
Actual demand = 153
Smoothing constant  = .20

New forecast = 142 + .2(153 – 142)

= 142 + 2.2

= 144.2 ≈ 144 cars



Why use exponential smoothing?

1. Uses less storage space for data

2. Extremely accurate

3. Easy to understand

4. Little calculation complexity

5. There are simple accuracy tests



Example: forecasting sales at Kroger

Kroger sells (among other stuff) bottled spring water

Month Bottles

Jan 1,325

Feb 1,353

Mar 1,305

Apr 1,275

May 1,210

Jun 1,195

Jul ?

What will 
the sales be 

for July?



What if we use a weighted moving average?

Make the weights for the last three months more than the first 
three months…

6-month

SMA

WMA

40% / 60%

WMA

30% / 70%

WMA

20% / 80%

July

Forecast
1,277 1,267 1,257 1,247

The higher the importance we give to recent data, the more we 
pick up the declining trend in our forecast.



How do we choose weights?

1. Depending on the importance that we feel past data has

2. Depending on known seasonality (weights of past data 
can also be zero).

WMA is better than SMA 
because of the ability to

vary the weights!
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 How strong is the linear relationship 
between the variables?

 Correlation does not necessarily imply 
causality!

 Coefficient of correlation, r, measures 
degree of association

 Values range from -1 to +1

Correlation
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Correlation Coefficient

r = 
nSxy - SxSy  

[nSx2 - (Sx)2][nSy2 - (Sy)2]

y

x(d) Perfect negative 
correlation: 
r = -1

y

x(c) No correlation: 
r = 0



Positive Correlation

y

x(a) Perfect positive 
correlation: 
r = +1

y

x(b) Positive correlation: 
0 < r < 1



Regression Method

This method is undertake to measure the 
relationship between two variables where 
correlation appears to exist.

Ex: The age of the air condition machine and the 
annual repair expenses.



Other Methods

Expert Opinion 

Test Marketing  

Controlled experiments 

Judgemental approach



Forecasting factors



THANK YOU


